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Developing a Transportation, Emissions, and Health Database

The CARTEEH datahub addresses the need for a systematic, cross-disciplinary approach to understanding and integrating transportation and health datasets. This report documents the development of the datahub and includes a technical review of off-the-shelf software solutions for implementing a datahub, as well as a description of high-level goals describing how the datahub should affect CARTEEH research. Based on the technical review and goal statements, the research team implemented a custom datahub using modular software components. The implemented datahub is based on concepts of effectively communicating existing data and other research products within a collaborative research center, and valuing and reusing all research products.
Executive Summary

The Center for Advancing Research in Transportation Emissions, Energy, and Health (CARTEEH) datahub addresses the need for a systematic, cross-disciplinary approach to understanding and integrating transportation and health datasets. It facilitates the sharing and access of data, models, and knowledge products useful for research into the impacts of transportation on human health.

CARTEEH is a U.S. Department of Transportation funded research center focusing on the impact of transportation emissions on human health. The Texas A&M Transportation Institute (TTI) leads the CARTEEH research center, which includes four partner universities: Johns Hopkins University, Georgia Institute of Technology, the University of Texas at El Paso, and the University of California, Riverside.

CARTEEH research focuses on relationships between transportation and health—two core research disciplines that have not traditionally worked together. The transportation-health nexus requires the collaboration of a diverse range of researchers, including transportation engineers, social scientists, toxicologists, epidemiologists, medical health practitioners, computer scientists, and statisticians.

The goal of this project was to develop an information management system (IMS)—the CARTEEH DataHub (https://carteehdata.org/)—capable of improving the collaboration among this geographically and experientially diverse group of researchers. This datahub will become a central repository of data generated by the CARTEEH research center, in addition to existing data useful for transportation-health research. In recognition of the interdisciplinary nature of CARTEEH research, the datahub is designed to bridge knowledge gaps among CARTEEH researchers who have traditionally worked in different domains.

TTI researchers developed the CARTEEH datahub based on four design goals, which were set based on how the datahub could improve research activities:

- Goal 1: Encourage all research products to be reused in future research.
- Goal 2: Improve the meaning and interpretability of all research products in a way that promotes their reuse.
- Goal 3: Encourage researchers to proactively communicate research products.
- Goal 4: Enhance and encourage collaborations by providing a diverse repository of research products and ideas.

The research team used a review of potential off-the-shelf IMSs to guide the development of the datahub. The technical objectives were to design an IMS that could be used to organize and disseminate existing transportation-health research and that was flexible enough to be continually developed to meet future CARTEEH research needs.

The key product from this study is a datahub software and technology platform currently in use by CARTEEH. The software has been developed to meet the unique demands of the CARTEEH research and currently contains over 1000 searchable datasets and other information organized by subject area or information type.

The CARTEEH datahub will enable CARTEEH researchers to conduct more efficient and impactful research. The datahub is currently in use and in continual development.
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Introduction

Transportation is a major source of air pollution, which in turn affects human health and wellbeing. The effects of air quality on human health have been recognized for some time. In the United States, the link between air quality and health was federally recognized through the Air Pollution Control Act (1955) and is currently regulated through the Clean Air Act (1963). However, while this legislation has been demonstrably successful at improving the nation’s air quality, the impacts of air quality on human health remain a topic of national and international importance. The World Health Organization estimated that outdoor air pollution was responsible for 7 million annual premature deaths in 2014, with air pollution being the biggest single environmental health risk and the cause of one in eight deaths worldwide. Even in developed countries with a track record of air quality regulation, air pollution has clear, measurable impacts on human health. For example, in the United States, anthropogenic transportation sources were estimated to be responsible for 28 percent of 107,000 premature deaths in 2011 that were related to inhalation of PM$_{2.5}$ (particulate matter with a diameter of less than 2.5 microns) [1].

The Center for Advancing Research on Transportation Emissions, Energy, and Health (CARTEEH) is a Tier 1 University Transportation Center (UTC) focused on addressing emissions in the context of public health. CARTEEH is led by the Texas A&M Transportation Institute in consortium with Johns Hopkins University, the Georgia Institute of Technology, the University of Texas at El Paso, and the University of California, Riverside. CARTEEH’s focus areas include policy and decision-making, emissions and energy estimation, alternative technologies, exposure assessment, public health impacts, and data integration. A major component of CARTEEH is collaboration between researchers at different universities and operating in different research fields. CARTEEH’s goal is to use this diverse expertise to address research gaps and unify the fields of transportation and public health research and policy.

This project deals with the development of a web-based datahub that will underpin research undertaken within CARTEEH. The datahub is an information management system (IMS) that centralizes and organizes existing transportation-health information. The principal goal of the datahub is to encourage the reuse of existing transportation-health research products. The definition of reuse is broad and includes physically reusing datasets, analyses (code), or other research products in new studies, or using existing research projects to understand the principles of a research method. In all cases, the rationale is that reusing existing research products will improve the efficiency and quality of future transportation-health research.

This document describes the development of the CARTEEH datahub. It begins with a review of existing IMS software solutions and outlines the design goals and rationale of the CARTEEH datahub. This information is followed by sections describing the functionality of the CARTEEH datahub, as well as future work and opportunities.

Methodology

This section of the report describes the methods and rationale used to develop the CARTEEH datahub. First, we describe a technical review of existing software solutions that offered potential solutions for the CARTEEH datahub. Second, we describe some design goals for the datahub based on how it would positively affect CARTEEH research. Finally, we provide a short, non-technical description of the methods used to implement the CARTEEH datahub.

Potential Software Solutions for the CARTEEH Datahub

Four off-the-shelf IMS solutions were evaluated in line with the design principles of the CARTEEH datahub. Table 1 summarizes these solutions. These solutions were selected based on their current popularity, ease of installation, available documentation, and our initial knowledge of their capabilities and features.
### Table 1. IMS Software Solutions Evaluated by the Research Team

<table>
<thead>
<tr>
<th>Product</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ckan</strong></td>
<td>The Comprehensive Knowledge Archive Network (CKAN) is an open-source, free-to-use data management system designed to make data accessible by providing tools to streamline publishing, sharing, finding, and using data. CKAN has an active community of developers who continually maintain its core technology and add extra functionality through CKAN extensions. CKAN is mainly used by public institutions seeking to share their data with the general public.</td>
</tr>
<tr>
<td><strong>dkan</strong></td>
<td>DKAN is an open data portal based on CKAN and is written as an extension of Drupal, a free and open-source content management framework. The main difference in technologies between CKAN and DKAN is that CKAN is written in the Python programming language and DKAN is written in the hypertext preprocessor language (PHP). DKAN provides a suite of cataloging, publishing, and visualizing features that enable organizations and individuals to share data and write stories describing the data.</td>
</tr>
<tr>
<td><strong>Dataverse</strong></td>
<td>Dataverse is an initiative of the Institute for Quantitative Social Science, Harvard University Library, and Harvard University Information Technology. It is an open-source web application built for sharing, preserving, citing, exploring, and analyzing research data. A key design feature of Dataverse is its ability to host multiple virtual archives called dataverses. Each dataverse contains datasets and descriptive metadata and can host other dataverses.</td>
</tr>
<tr>
<td><strong>data.world</strong></td>
<td>Data.world is a subscription-based IMS solution for organizations and individuals to catalog their data and share with others. It includes tools that facilitate data exploration, data profiling, data quality control, and integration with a number of third-party applications.</td>
</tr>
</tbody>
</table>

We modified an evaluation matrix developed by the Texas Digital Library Data Management Working Group (TDL-DMWG) [2] to explore the software. The TDL-DMWG matrix was created by its members to select a software solution for the Texas Digital Library. To assist with the selection process, TDL-DMWG developed an evaluation matrix made up of four main functional categories (ingestion, processing, curation, and access). Within each main functional category, TDL-DMWG defined a more detailed list of evaluation criteria.

We used the TDL-DMWG evaluation matrix to score the potential IMS software summarized in Table 1. Because our design objectives were to develop a flexible, adaptable IMS, we added hosting and pricing and the ability to be customized to the evaluation categories. For each function, the IMSs were scored on a 4-point scale (Table 2). Five functional groups were used to evaluate existing IMSs for the CARTEEH datahub: data ingestion, data processing, data curation, data access, and hosting and pricing.
Table 2. Scoring the Functionality of IMS Software

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>●</td>
<td>Complete (i.e., the solution fully implements the function described).</td>
</tr>
<tr>
<td>●○</td>
<td>Somewhat Complete (i.e., the solution implements the function described but lacks a minor desired feature for the CARTEEH datahub). Additional information is provided when this score is used.</td>
</tr>
<tr>
<td>○●</td>
<td>Partially Complete (i.e., the solution implements the function described but lacks a significant desired feature for the CARTEEH datahub). Additional information is provided when this score is used.</td>
</tr>
<tr>
<td>○</td>
<td>The software solution does not implement the function described.</td>
</tr>
</tbody>
</table>

The following sections provide an overview of each functional category, with a review of the evaluation criteria and evaluation outcomes.

Data Ingestion

Data ingestion is the transfer of data from assorted sources to a storage medium where it can be accessed, used, and analyzed by individuals or an organization. For IMS solutions such as the CARTEEH datahub, data ingestion occurs when a user selects a file to upload into the system. Data ingestion also involves gathering and attaching metadata, copyright information, or access permissions to the data. At the end of the data ingestion process, the transferred data should be accessible, reusable, well documented, version controlled, and searchable. The data ingestion functionality and descriptions evaluated are as follows.

- **File Uploads**: File uploads involve a user transferring a file to the IMS by selecting the file from the user’s computer.
- **Link to External Dataset**: To minimize dataset duplication across multiple systems, data contributors should have the option of linking to other datasets.
- **File Formats**: A critical component of data ingestion is the ability for a system to accept various file formats, including but not limited to geographical information system (GIS) files, images (uncompressed and compressed), videos (uncompressed and compressed), text files, R files, and Microsoft Excel files.
- **Controlled Vocabulary**: Controlled vocabulary enables system administrators to set predefined keywords, tags, topics, or terminologies such that all data contributors use the same standardized list in describing their data. Controlled vocabulary ensures uniformity across the entire platform such that it is easier for users to search for related content and link datasets together.
- **Copyright Permissions and Notification**: Typically, web applications that allow users to upload and share data serve a term of use and copyright permission agreement to the user during user registration or before file upload.
- **File Size Limits**: File size upload limits are set by system administrators to control upload and download bandwidths and ensure that adequate disk space is available.
- **Custom Metadata Schema**: Metadata is documentation about data. A metadata schema describes the fields and format of metadata.
- **Data Reuse Information**: Data reuse involves using research data for a research activity or purpose other than that for which it was originally collected.
- **Content Licensing**: Content licenses define the terms under which data or other research products can be reused—for example, for commercial or non-commercial purposes.
- **Required Metadata**: Well-defined metadata schemas enable system administrators to set required versus optional metadata fields.
- **Preservation Storage Notification**: Data preservation involves the implementation of regular backups of all data and directories. Backup scheduling is determined by the software application vendor or the system administrator of the IMS software.

Table 3 provides notes on the performance of each IMS. Table 4 provides an overall summary of the data ingestion evaluation of each evaluated system.
<table>
<thead>
<tr>
<th>Function</th>
<th>Evaluation Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>File Uploads</strong></td>
<td>The file upload function is available in all the IMSs tested. DKAN and Dataverse provide drag-and-drop file upload option.</td>
</tr>
<tr>
<td><strong>Link to External Datasets</strong></td>
<td>CKAN, DKAN, and data.world allow linking to external datasets.</td>
</tr>
<tr>
<td><strong>File Formats</strong></td>
<td>Each IMS was able to ingest a variety of file formats and retrieve them in native form.</td>
</tr>
<tr>
<td><strong>Controlled Vocabulary</strong></td>
<td>Dataverse allows administrators to edit and add controlled vocabularies and instructional text, set required fields, and define the user interface display for the field.</td>
</tr>
<tr>
<td><strong>Copyright Permissions and Notification</strong></td>
<td>DKAN and CKAN notify users of copyright permissions during file uploads. Dataverse and data.world do not provide alerts but instead include these in the website’s terms of use policy.</td>
</tr>
<tr>
<td><strong>File Size Upload Limits</strong></td>
<td>Data.world has a default maximum file upload size of 2 GB (but this can be increased by request). DKAN, CKAN, and Dataverse file size limits are set by the system administrator. The upper limits of uploads are most likely limited by the web browser used to perform uploads. Most browsers have a maximum file size upload limit of 2 GB, while Google Chrome and Opera allow for file uploads greater than 4 GB.</td>
</tr>
<tr>
<td><strong>Custom Metadata Schema</strong></td>
<td>DKAN provides the simplest metadata definition schema. New fields can be added or removed by the system administrator. Dataverse allows administrators to customize dataset-level metadata using templates. CKAN’s metadata definitions are difficult to customize. Data.world’s metadata fields cannot be modified.</td>
</tr>
<tr>
<td><strong>Data Reuse Information</strong></td>
<td>All IMS solutions provide clear content licensing agreements for users, data cataloging, easy search interfaces, and the ability to find related datasets through controlled vocabulary. Each IMS also allows data contributors to select from a list of content licensing options during the data ingestion process. However, CKAN and DKAN provide more licensing options out of the box than Dataverse and data.world.</td>
</tr>
<tr>
<td><strong>Content Licensing</strong></td>
<td>Each IMS solution allows data contributors to select from a list of content licensing options during the data ingestion process.</td>
</tr>
<tr>
<td><strong>Required Metadata</strong></td>
<td>DKAN, CKAN, and Dataverse enable system administrators to set required fields during the metadata schema definition phase.</td>
</tr>
<tr>
<td><strong>Preservation Storage Notification</strong></td>
<td>Data.world’s backup frequencies are unknown. Open-source systems like DKAN, CKAN, and Dataverse require system administrators to conduct backups on a regular schedule.</td>
</tr>
<tr>
<td>Function</td>
<td>CKAN</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>File Uploads</td>
<td>●</td>
</tr>
<tr>
<td>Link to External Datasets</td>
<td>●</td>
</tr>
<tr>
<td>File Formats</td>
<td>●</td>
</tr>
<tr>
<td>Controlled Vocabulary</td>
<td>●</td>
</tr>
<tr>
<td>Copyright Permissions and Notification</td>
<td>●</td>
</tr>
<tr>
<td>File Size Limits</td>
<td>●</td>
</tr>
<tr>
<td>Custom Metadata Schema</td>
<td>●</td>
</tr>
<tr>
<td>Data Reuse Information</td>
<td>●</td>
</tr>
<tr>
<td>Content Licensing</td>
<td>●</td>
</tr>
<tr>
<td>Required Metadata</td>
<td>●</td>
</tr>
<tr>
<td>Preservation Storage Notification</td>
<td>These are generally defined in the system administrator’s terms of use agreement</td>
</tr>
</tbody>
</table>

**Data Processing**

Data processing is the ability of a system to transform ingested data into meaningful information—for example, the ability to open GIS datasets and automatically generate a map of the data or the ability to understand tabular data and compute parameters such as number of records or number of fields. Advanced data processing systems also facilitate integration of ingested data with other datasets through extraction, transformation, and loading procedures.

- **Native GIS Data Processing**: GIS data processing involves the ability for a system to detect GIS files and display the content of the files on a map.
- **Interoperability via APIs**: Application programming interfaces (APIs) are communication protocols that enable external applications to access, update, or retrieve information from an IMS solution. APIs are commonly used by software developers to add functionality to an application without direct access to the code base. For data analytics and data interoperability tasks, APIs are useful for transferring information from an IMS to another analysis system, such as Microsoft Excel, R, Tableau, and Power BI.
- **System Notifications**: The system sends alerts to all administrators, team members, and/or content owners when data or metadata have been edited.
- **Version Control**: Version control is defined here as the task of keeping data consisting of many versions in a well-organized manner such that previous versions of the data can be easily tracked or identified.
- **Digital Object Identifiers**: A digital object identifier (DOI) is a unique alphanumeric string assigned by a registration agency (the International DOI Foundation) to identify content and provide a persistent link to its location on the internet.
- **File Format Specifications**: This function involves the platform alerting administrators and data contributors when ingested content does not conform to a preset list of preferred file formats. Restricting which files can be uploaded can be done by administrators on all the evaluated platforms.
- **User Authentication**: User authentication is the ability of a system to approve or deny access until a user’s registration or login is confirmed.
- **Access Levels for All Users**: In addition to user authentication, user permissions and restrictions need to be set at different levels on the platform. This function is required to ensure that only specific individuals can have access to certain information.
- **System Logs**: System logs keep track of activities on the platform, including number of file uploads, metadata on file size, date of deposit, depositor, and others. This information is used in understanding system performance issues, error messages, number of users, number of visitors to the site, and so forth.

Table 5 and Table 6 show the results of the data processing functionality evaluation for each IMS.

### Table 5. Comments on Data Processing Functionality

<table>
<thead>
<tr>
<th>Function</th>
<th>Evaluation Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native GIS Data Processing</td>
<td>GIS data processing is natively supported by CKAN and Dataverse. CKAN’s GIS support is provided by two CKAN extensions: ckanext.spatial and ckanext-geoview. Similarly, Dataverse provides native geospatial support through its GeoConnect platform. These extensions enable users to visualize their datasets once ingested into the system. DKAN allows users to draw geographic areas through its mapping interface but not process ingested GIS datasets. Data.world, on the other hand, allows for GIS file uploads only.</td>
</tr>
<tr>
<td>Interoperability via APIs</td>
<td>APIs are strongly supported by all four IMSs to perform various tasks, such as linking datasets, downloading datasets, and making updates to an existing dataset.</td>
</tr>
<tr>
<td>System Notifications</td>
<td>Notifications in DKAN can be set through the DKAN Workflow component. DKAN Workflow creates a moderation queue so that content is published to the live site only after a designated supervisor or group moderator has reviewed and approved it. CKAN notifications send emails when there is new activity on the user’s dashboard and can send email notifications to users, for example, when a user has new activities on his/her dashboard. Notifications in Dataverse are also available for different actions.</td>
</tr>
<tr>
<td>Version Control</td>
<td>IMS solutions like Dataverse provide automatic version control where data are appended with a version number each time they are uploaded onto the platform. Version control enables both data contributors and users to be notified of changes to a dataset and any updates that have been made to the dataset.</td>
</tr>
<tr>
<td>Digital Object Identifiers</td>
<td>CKAN facilitates automatic DOI assignment through the installation of ckanext-do. Both CKAN and Dataverse require the administrator to have an account with a DOI service provider, for example, DataCite [3]. Data.world allows users to assign DOIs to a dataset but does not automatically generate or create DOIs upon data ingestion [4].</td>
</tr>
<tr>
<td>File Format Specifications</td>
<td>DKA by default does have some restrictions on what files can be uploaded, compared to the others, which currently do not have any restrictions.</td>
</tr>
<tr>
<td>User Authentication</td>
<td>This functionality is available on all four IMS solutions evaluated. User authentication is required to create, edit, delete, or upload data on an IMS platform.</td>
</tr>
<tr>
<td>Access Levels for All Users</td>
<td>This function is available on all four IMS solutions evaluated.</td>
</tr>
<tr>
<td>System Logs</td>
<td>All four IMSs provide system logs.</td>
</tr>
</tbody>
</table>
### Table 6. Summary of Data Processing Evaluation

<table>
<thead>
<tr>
<th>Function</th>
<th>CKAN</th>
<th>DKAN</th>
<th>Dataverse</th>
<th>Data.world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native GIS Data Processing</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Interoperability via APIs</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>System Notifications</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Version Control</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Digital Object Identifiers</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>File Format Specifications</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>User Authentication</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Access Levels for All Users</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>System Logs</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Data Curation

Data curation involves the implementation of a workflow that ensures that prior to publishing, the data have gone through quality control steps. Data curation functions include:

- **Workflow**: This function allows users at various permission levels to view and approve content prior to publishing.
- **Messaging and Commenting**: This function allows users to communicate with other members using a messaging or commenting feature.
- **To-Do Lists**: This function allows users to generate to-do lists for team work on active data projects.
- **Collaborative Working Spaces**: This function allows team leaders to share data with a select group of team members so the data can be revised by the entire team prior to publishing.
- **Access Levels for Team Members**: This function allows team leaders to establish differing access levels for each team member. Access levels include public access, private access, view-only access, and editing access.

Table 7 and Table 8 show the results of the data curation evaluation.
Table 7. Comments on Data Curation Functionality

<table>
<thead>
<tr>
<th>Function</th>
<th>Evaluation Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workflow</td>
<td>DKAN is the only platform found to have a workflow feature. DKAN Workflow allows site managers and administrators to determine which users can add, edit, and delete content, as well as which users can view and approve content prior to publishing. It creates a moderation queue so that content is published to the live site only after a designated supervisor or group moderator has reviewed and approved it.</td>
</tr>
<tr>
<td>Messaging and Commenting</td>
<td>Each of the platforms evaluated has some form of messaging or commenting feature. However, data.world has the most advanced features of the four. CKAN enables users to make comments on datasets by installing a third-party extension [5]. DKAN’s integration with Drupal allows registered users to make comments about a dataset. Dataverse, on the other hand, only allows direct messaging via the dataset webpage to the data publishers. Thus, comments are not visible on the public website.</td>
</tr>
<tr>
<td>To-Do Lists</td>
<td>None of the applications evaluated has an out-of-the-box solution for to-do lists. Data.world’s discussion interface can be used by team members to generate to-do lists and follow-up items.</td>
</tr>
<tr>
<td>Collaborative Working Spaces</td>
<td>All four platforms evaluated provide users with the ability to collaborate, though the implementation varies from one platform to another.</td>
</tr>
<tr>
<td>Access Levels for Team Members</td>
<td>Of the four platforms, DKAN has the most advanced user access settings, with the ability to define custom roles and access levels.</td>
</tr>
</tbody>
</table>

Table 8. Summary of Data Curation Evaluation

<table>
<thead>
<tr>
<th>Function</th>
<th>CKAN</th>
<th>DKAN</th>
<th>Dataverse</th>
<th>Data.world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workflow</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Messaging and Commenting</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>To-Do Lists</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>Collaborative Working Spaces</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Access Levels for Team Members</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Data Access
Data access covers a number of software features, such as dataset linking, metadata and data reuse information, data export, search engine optimization, and licensing:

- **Dataset Linking**: Dataset linking is the ability for a system to manually or automatically link a dataset to grant number, ORCID, object DOI, and related content (including publications produced from the data). Dataset linking is an advanced feature requiring a predefined metadata schema that enables a dataset to be linked to other resources.
- **Metadata Reuse**: Metadata reuse is the ability for a system to export metadata in various outputs for reuse in other systems. Metadata reuse is implemented via API calls where developers can request machine readable data, which include a dataset’s metadata fields.
- **Data Reuse Information**: Data reuse information provides contextual information needed to reuse data, in the form of instructions on how users can use the metadata APIs to retrieve information or perform queries on individual variables. Well-documented data reuse information makes it easier for developers to integrate data from an IMS solution into external applications.
- **Data Reuse and Export**: Well-designed IMS solutions allow for the export of data into various formats for reuse in external applications.
- **Search Engine Optimization**: Search engine optimization (SEO) is the process of maximizing the number of visits to a website through search engines such as Google, Yahoo, or Microsoft Bing. SEO ensures that the IMS appears high on the list of results returned by a search engine.
- **Licensing Terms and Disclaimers**.

Table 9 and Table 10 summarize the results of the data curation evaluation.

**Table 9. Comments on Data Access Functionality**

<table>
<thead>
<tr>
<th>Function</th>
<th>Evaluation Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset Linking</td>
<td>Simple dataset linking can be achieved through manual user input of a resource’s URL. Of the four systems evaluated, only Dataverse provides a built-in DataCite DOI generator. The DOI generator for CKAN is available through the ckanext-doi extension published by the National History Museum [6]. Both applications require the administrator to have a valid DataCite account, which is used in creating and synching the DOIs. DKAN and data.world [4] provide users with input parameters to attach manually generated DOIs to their content. In addition to DOIs, all four systems provide permalinks to their content, which can be shared publicly.</td>
</tr>
<tr>
<td>Metadata Reuse</td>
<td>CKAN, DKAN, and Dataverse provide the ability for users to export metadata separately. This feature was not found for data.world during the evaluation.</td>
</tr>
<tr>
<td>Data Reuse Information</td>
<td>All four IMS solutions evaluated provide adequate documentation on how to access and use their APIs.</td>
</tr>
<tr>
<td>Data Reuse and Export</td>
<td>All the platforms evaluated were found to provide the capability to export data from the platform. Data.world delivers the most advanced features for data reuse and exports through its data integration connectors, which out of the box support analytical platforms like Tableau, PowerBI, and R, among others.</td>
</tr>
<tr>
<td>Search Engine Optimization</td>
<td>All the platforms evaluated were found to include this feature.</td>
</tr>
<tr>
<td>Licensing Terms and Disclaimers</td>
<td>All the platforms evaluated were found to include the ability for system administrators to define licensing terms associated with datasets. Furthermore, information regarding appropriate use of the data can be included in the terms of conditions page of the website.</td>
</tr>
</tbody>
</table>

**Table 10. Summary of Data Access Evaluation**

<table>
<thead>
<tr>
<th>Function</th>
<th>CKAN</th>
<th>DKAN</th>
<th>Dataverse</th>
<th>Data.world</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset Linking</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td></td>
</tr>
<tr>
<td>Metadata Reuse</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
</tr>
<tr>
<td>Data Reuse Information</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td></td>
</tr>
<tr>
<td>Data Reuse and Export</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
</tr>
<tr>
<td>Licensing Terms and Disclaimers</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
<td>![Symbol]</td>
</tr>
</tbody>
</table>

Hosting and Pricing

Table 11 provides a summary of the evaluation results for hosting and pricing. CKAN, DKAN, and Dataverse are open source and can be self-hosted, while data.world is a commercially cloud-hosted platform that cannot be self-hosted. Self-hosted
systems enable the owner of the IMS to retain full control over both the IMS installation and its stored data. However, they must also be installed and maintained by the host—involving financial costs (for hardware) and human resource costs (such as backups, disaster recovery, and upgrades). On the other hand, solutions such as data.world provide an immediate solution for hosting DIK, but at the cost of losing full control over the information within the system.

Data.world’s standard pricing is $100/month for up to five members, and then $15/month for additional members. This service includes an organizational account for members to view activity feeds and get access to team resources, as well as permission to upload an unlimited number of datasets (with a limit of 1 GB per dataset). Its enterprise pricing is $25 per member per month, with a minimum of 25 members and 1-year subscription [7]. The enterprise package service includes a number of additional advanced features, such as big data support (increased storage limits), virtualized datasets, and data warehousing.

Table 11. Summary of Data Hosting Evaluation

<table>
<thead>
<tr>
<th>Function</th>
<th>CKAN</th>
<th>DKAN</th>
<th>Dataverse</th>
<th>Data.world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Hosting</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>Authentication</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>○</td>
</tr>
<tr>
<td>Backups</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Because CKAN, DKAN, and Dataverse are open-source applications, the software is free, but administrators are required to pay for hardware (or cloud-based hardware solutions) to host the software. While the solutions do not offer on-demand support, each system provides sufficient documentation to install and configure an instance of the software. The recommended hardware requirements for a small to medium CKAN instance are two CPU cores, 4 GB of RAM, and 60 GB of disk space. An IMS with heavy traffic will require two servers with quad core processors with 8 GB of RAM (one for web and one for database) and 160 GB of disk space (if the system will host large files, more drive space is recommended) [8]. DKAN has the following minimum system requirements: 2 GB of RAM for production and 1 GB disk space. However, for data storage in MySQL, 100 GB of disk space is recommended. The Harvard University hosted Dataverse instance (see https://dataverse.harvard.edu) is run by four Amazon Web Services (AWS) server nodes: two m4.4xlarge instances (64 GB/16 vCPU) as web frontends, one 32 GB/8 vCPU (m4.2xlarge) instance for the search engine, and one 16 GB/4 vCPU (m4.xlarge) instance for R. The PostgreSQL database is served by the Amazon Relational Database System, and physical files are stored on Amazon S3 [9]. Table 12 shows the estimated cost of these hardware requirements based on cloud-based virtual machine hosting. These costs are for a high-traffic, high-usage datahub with regular daily backups. Systems expecting smaller traffic will be able to reduce costs by reducing the hardware requirements.

For authentication, CKAN provides Lightweight Directory Access Protocol (LDAP) and Single Sign On (SSO) authentication, while DKAN provides LDAP, SSO, and Open Authorization (OAuth) authentication. Dataverse uses Shibboleth and OAuth support for single sign on [10].

CKAN’s backup functionality is provided through command line methods. DKAN has backup functionality on the user interface provided by the Drupal Backup and Migrate module. Information on data.world’s backup schedule is not available.

Table 12. Harvard Dataverse Hosting Cost Estimates (sourced using 2019 AWS infrastructure costs matched to Dataverse system requirements)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Service Type</th>
<th>Monthly Price</th>
<th>1-year All Upfront Reserved Instance Monthly Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Amazon EC2 Service—m4.4xlarge</td>
<td>$1171.20</td>
<td>$958.58</td>
</tr>
<tr>
<td>1</td>
<td>Amazon EC2 Service—m4.2xlarge</td>
<td>$292.80</td>
<td></td>
</tr>
</tbody>
</table>
Summary of Evaluations
The off-the-shelf IMS solutions evaluated all provided functionality and features useful for developing the CARTEEH datahub. CKAN is a mature product with an open-source community of developers and multiple years of product development. DKAN is a derivative of CKAN and introduces the concept of data stories into IMS solutions. Dataverse was developed to facilitate the publication and subsequent tracking of original content created by researchers. All three products are relatively easy to install, configure, and customize. Because they are open source, they are essentially free to use apart from the costs of the hosting hardware and costs associated with maintaining or updating the IMS. We estimate that any of the open-source IMSs can be installed and maintained on hardware for $1000–$2000 per month.

Self-hosted solutions also allow system administrators to control the information uploaded to the system. This includes not only the original data uploaded to the system but, just as importantly, the connections and metadata associated with these uploaded data and information. In contrast, data.world is a commercial platform, with limited opportunity for customization or control over uploaded data.

Each of the open-source platforms was built for a particular purpose, and each has specific strengths. For example, data.world provides workflow functionality designed to enable teams of researchers to analyze and visualize datasets through the IMS. Dataverse was designed primarily for the research community to improve the visibility of research data and to ensure that any reuse of that data is controlled and credited. DKAN and CKAN were developed as traditional data portals designed to centralize, organize, and communicate datasets.

Design Goals for the CARTEEH Datahub
This section describes high-level design goals for the CARTEEH datahub. These design goals are outlined with a rationale for how they will improve CARTEEH research activities:

- **Goal 1:** Encourage all research products to be reused in future research.
- **Goal 2:** Improve the meaning and interpretability of all research products in a way that promotes their reuse.
- **Goal 3:** Encourage researchers to proactively communicate research products.
- **Goal 4:** Enhance and encourage collaborations by providing a diverse repository of research products and ideas.

**Goal 1: Encourage All Research Products to Be Reused in Future Research**
Figure 1 illustrates a conceptual view of data, information, and knowledge management in a traditional closed research environment. Typically, a research problem is formulated based on the accumulated knowledge within a research group. The same knowledge base is used to design experiments and collect, organize, and analyze data. Many of the products of research, for example, data or analyses (models or computer code), are stored locally. At the end of the research process, tangible research products are exported from the system via reports and academic papers.

The processes illustrated in Figure 1 lead to data and knowledge silos. The CARTEEH datahub is designed to break down data and knowledge silos by providing a centralized location to store and organize transportation-health research products. While traditional research tends to focus on the end products of research, the CARTEEH datahub is designed to encourage researchers to share intermediate research products such as data, analyses (e.g., code), reports, and data visualizations.
Goal 2: Improve the Meaning and Interpretability of All Transportation-Health Research Products in a Way That Promotes Their Reuse

Figure 2 shows a conceptual model of information management known as the Data-Information-Knowledge-Wisdom (DIKW) hierarchy [11–13]. The DIKW model implies continuous pathways that transform raw data to information, information to knowledge, and knowledge to wisdom. The various entities in the hierarchy are defined relative to each other:

- **Data** are symbols that represent properties of objects, events, and their environment. They are the products of observation but are of no use until they are in a usable (i.e., relevant) form. To be made usable, data must be transformed to a form that provides meaning and context.
- **Information** is contained in descriptions and answers to questions that begin with such words as *who*, *what*, *when*, and *how many*.
- **Knowledge** is know-how and enables the transformation of information into instructions or understanding. Knowledge is data and information that have been organized and processed to convey understanding.
- **Wisdom** is the ability to think and act using knowledge, experience, understanding, common sense, insight, and judgment.

The DIKW hierarchy suggests that there are implicit connections between entities at each level of the hierarchy. For example, the data generated during a study are transformed to information products (figures, maps, summaries) and then to knowledge products (study reports, publications). Even after research is complete, these connections between raw data and knowledge remain important and useful. However, in conventional research environments, intermediate research products and their connections are often lost from the system.

A central idea underpinning the CARTEEH datahub is to acknowledge and retain the connections between different types of content generated through research activities. The goal is for researchers to use the datahub to deposit datasets, data visualizations, computer code, and other content, such as study reports, peer-reviewed papers, and presentations, in a way that helps maintain connections among data, information, and knowledge. Maintaining these connections will improve the
resusability of datahub content—especially data. The connections will enable other researchers to understand the meaning of past research products, increasing the likelihood that they will be reused in future research.

Figure 2. Conceptual model of the relationships among data, information, and knowledge.

Goal 3: Encourage Researchers to Proactively Communicate Research Products

Following the mathematical theory of communication, Weaver modeled information transfer in the context of communication. He defined communication as “all the procedures by which one mind may affect another” and further defined three levels of a communication problem [14]:

- Level A—How accurately can the symbols of communication be transmitted? (The technical problem).
- Level B—How precisely do the transmitted symbols convey the desired meaning? (The semantic problem).
- Level C—How effectively does the received meaning affect conduct in the desired way? (The effectiveness problem).

The goal of reusing data, information, and knowledge can be reframed in the context of communication (i.e., the challenge of communicating existing research products in a way that promotes their reuse). In the age of computers, the technical problem of accurately transmitting information has been largely solved. Datasets, documents, and computer code can be stored, opened, and transmitted with ease. In many respects, the simplicity and routineness of this technical problem prevents effective information reuse. For example, it is easy to save information in a highly accessible location and common digital format and therefore believe it is available for reuse. However, the reality is that it is unlikely to be reused unless the its meaning and context can be effectively communicated to other researchers (the semantic and the effectiveness problems of communication).

Encouraging other researchers to reuse datasets and other research products will require existing research to be proactively communicated (i.e., in a way that promotes understanding and that highlights its value for future research). We envisage the datahub to be a technological solution that will help researchers better communicate research products to their peers, as well as a tool that will help researchers find research products capable of positively influencing their future research.
Goal 4: Enhance and Encourage Collaborations by Providing a Diverse Repository of Research Products and Ideas

Researchers and funding agencies have begun to acknowledge the limitations of conducting research and analysis in the way outlined in closed research environments (i.e., as per Figure 1). Analyses of the impacts of scientific research have shown that scientists participating in larger and more diverse collaborative teams are more likely to earn prestigious awards and have increased federal funding, higher productivity, and higher research impacts [15, 16].

Figure 3 illustrates a modeling chain for transportation-health research [17]. It begins with the design and use of a transportation system; continues through models of emissions or energy use, with their effects on air quality; and finally moves to the effect of air quality on human health. This research pathway requires a considerable diversity of skills, knowledge, data, and understanding. CARTEEH research therefore requires collaborations involving a wide range of sub-disciplines, for example, transportation engineering, health science, atmospheric and air quality science, statistics, toxicology, and so forth.

A central idea of the CARTEEH datahub is to make collaborative research easier and more efficient. Effective collaborations occur through sharing of ideas [18] or through the effective division of scientific skills, knowledge, or resources [19]. In conventional research, these collaborations tend to involve interpersonal communication—of ideas, skills, resources, or data. However, traditional collaborations formed through interpersonal relationships often take time to develop and are frequently unavailable to junior researchers. They are often based around qualitative discussions of capabilities rather than tangible research products (e.g., data or models). Some potential collaborations may never be realized because research products are not effectively communicated or visible to the broader research community [20].

Stember defined different types of collaboration [21]. Intradisciplinary collaborations occur when multiple researchers work together within a single research discipline, for example, within a single step of the modeling chain shown in Figure 3. Multidisciplinary collaborations occur when researchers with different skill sets and expertise use existing methods to work on different components of a study. Multidisciplinary collaborations are useful for addressing large problems that extend beyond a single discipline (for example, across the full transportation-health modeling chain). Interdisciplinary collaborations seek to integrate and synthesize knowledge across disciplines by modifying conventional approaches and methods. For instance, integrating a new pollutant into transportation-health research (e.g., based on health data) could require modification of all steps in the modeling chain.

The CARTEEH datahub should promote all types of collaborations but recognize the special importance of interdisciplinary collaborations. While multidisciplinary collaboration can be made more efficient by encouraging the physical reuse of data (e.g., an existing dataset), interdisciplinary collaboration requires a different type of information reuse focused on creativity and exploration. Interdisciplinary research requires that individual researchers broaden their knowledge of research methods across the transportation-health nexus so that novel integrations of data and analyses can be developed and explored.

Implementing the CARTEEH Datahub

Following the technical review of existing IMS solutions and their functionality, as well as an analysis of the research issues likely to be faced by CARTEEH researchers, we developed our own IMS (datahub). The high-level design goals described in the previous section guided how data, information, and knowledge should be stored and organized within the software,
while the technical review (and detailed analysis of the source code provided in the open-source IMS) helped provide the technical scope.

Table 13 lists the core technologies used to develop the datahub. The core of the datahub was developed using NodeJS and ExpressJS—two software libraries that allow developers to seamlessly combine client and server-side code. Where possible, we integrated open-source libraries to ease code development. Open-source libraries also enhance long-term flexibility—new features can be added as required. Strapi was used to develop content storage, search, and retrieval modules that link to a Mongo-DB database. A separate MySQL database was implemented as storage for large, traditionally structured datasets.

The CARTEEH datahub is hosted on an AWS EC2 server running the Linux (Ubuntu) operating system. Additional cloud resources include a separate Windows EC2 server (hosting Microsoft Internet Information Services, MySQL database) and an Amazon Simple Storage Service (S3). Source code is maintained in a centralized GIT repository.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NodeJS</td>
<td>Cross-platform JavaScript run-time environment that executes JavaScript code for server-side scripting. JavaScript is used primarily for client-side scripting for web browsers.</td>
</tr>
<tr>
<td>ExpressJS</td>
<td>Web-server framework for NodeJS used in developing web and mobile applications.</td>
</tr>
<tr>
<td>Strapi</td>
<td>Customizable and fully extensible headless content management system with an admin panel. Strapi addresses REST API handling, user authentication, and different content type creation. It was selected for its ease of use, default security features, speed, and well-written documentation.</td>
</tr>
<tr>
<td>Mongo-DB</td>
<td>Cross-platform document-oriented (No-SQL) database program. It is one of three database systems supported by Strapi and was selected because of its strong compatibility with Strapi’s architecture.</td>
</tr>
<tr>
<td>LokiJS</td>
<td>Lightweight and fast in-memory, document-oriented datastore used by the datahub for caching content from Strapi.</td>
</tr>
<tr>
<td>Apache HTTP Server</td>
<td>Cross-platform web server that is used as a proxy server to redirect traffic to ExpressJS.</td>
</tr>
<tr>
<td>Amazon EC2</td>
<td>Cloud-hosted Linux and Windows servers to host the datahub and other custom web applications and services that can be linked back to the datahub. The datahub is served from AWS infrastructure and hosted at <a href="https://carteehdata.org">https://carteehdata.org</a>.</td>
</tr>
<tr>
<td>Amazon S3</td>
<td>Cloud storage service used by the CARTEEH datahub application to store and retrieve uploaded files.</td>
</tr>
<tr>
<td>MySQL and Amazon Redshift (PostgreSQL)</td>
<td>Relational database management systems available to CARTEEH researchers via the datahub.</td>
</tr>
</tbody>
</table>

Results

The CARTEEH datahub was developed using open-source technologies to ensure that its functionality could be extended in line with the growing needs of CARTEEH. Figure 4 shows an annotated screenshot of the CARTEEH datahub home page (https://carteehdata.org/). The basic functionality of the datahub involves exploring and searching datahub content (annotations 1 and 2); authenticating and registering users (annotation 3); and uploading and editing data (annotation 4).
Exploring and Searching Datahub Content

The CARTEEH datahub search interface allows users to perform data or metadata searches using a predetermined taxonomy of keywords and classifiers defined by the data (and information) within the datahub [22]. Results from text searches can be further refined by categories such as subject area, content type, author, or study type. Figure 5 shows the results of a CARTEEH datahub search. Relevant content is displayed in a paginated list with a user-defined title and a brief description. Clicking on the title of a content type takes the user to another tabbed view providing more information about the content (the second panel in Figure 5). Additional information is divided into the following categories:

- **Overview**: A brief full-text description of the data, including geographic coverage.
- **Files**: A list of all the electronic files that comprise the content in their original formats.
- **Metadata**: The metadata provided for the content (either when uploaded or subsequently edited).
- **Terms of Use**: A description of the terms of use or licenses associated with the content.
- **Reviews**: Comments on the content as provided by other registered CARTEEH datahub users.
Figure 5. Annotated screenshot of CARTEEH datahub search and browse view: (1) relevant content listed in a paginated view; and (2) details of uploaded content.

**Loading and Editing Content**

Before content can be added to the datahub, users must register and log in (browsing or searching for content does not require authentication). Registration is designed to be as streamlined as possible (users provide an email, password, and first and last names, and then agree to terms and conditions of the datahub). After registering, users can log in using a standard login interface (which also includes password retrieval and profile edit functionality). As well as controlling who can upload data, authentication within the datahub is used to enable content owners to share their content with different groups of users: public (registered and unregistered users), all registered users, select registered users, or select unregistered users (via an explicit email invite).

The CARTEEH datahub allows registered users to create or upload one of three basic content types: **datasets**, **data stories**, or **webapps**. In abstract terms, these content types are containers that hold different types of information. Users choose the type of container based on their own classification of the type of information they wish to upload. The **dataset** content type is intended as a container for one or more datasets or other research products (presentations, analysis code, documents, videos, etc.). **Data stories** are complete study narratives or analysis ideas and are designed to contain a mix of file types. **Webapps** are dynamic visualizations of data created by explicitly linking code and analyses together. All content types also contain metadata. In addition to uploading electronic files (or providing links to an existing web-based resource), users are prompted to provide a title and free text description for the content, as well as metadata. The metadata forms use a controlled vocabulary to ensure consistency of search terms and tags within the datahub. The system also allows users to specify the geographical extents and granularity of their content, and to set terms of use of the content. Figure 6 shows screenshots of the forms (webpages) used to submit content to the datahub.
The datahub offers the following additional functionality during loading and editing tasks:

- **Data Reuse and Preservation**—Uploaders can use the metadata and content description fields to describe how others can reuse their datasets or other information. The datahub’s preservation policy is defined on the preservation policy page and in the CARTEEH Data Management Plan, which is embedded in the datahub.

- **File Formats**—The datahub supports any file formats—including GIS, images (uncompressed and compressed), videos (uncompressed and compressed), and text files. Files are stored in their original formats.

- **Native GIS Data Processing**—The datahub includes native GIS support for GeoJSON and Google KML (keyhole markup language) files. It is also preloaded with country-, state-, and county-level GeoJSON geographical boundaries that users can select for their datasets. Drawing tools are available for users to define custom geographical boundaries.

- **Administrative Metadata**—The datahub captures metadata such as file upload size, date of deposit, and depositor (content owner). The datahub also records when content was created or last updated (accessible by administrators).

- **Messaging and Commenting**—Data depositors have the option of receiving email messages from individuals interested in learning more about their data by checking the “Allow Reader Emails” control on the content editing page. When this option is checked, a mail icon is shown on the public content page.

**CARTEEH Data Stories**

Data stories are intended as a way of linking multiple different content types into a single narrative or story about CARTEEH research or other activity (e.g., technology transfer, policy, education). The key idea of the data story is that linking different types of informational content into a single narrative will increase the contextual meaning of content such as data or analysis code. For example, a data story written to explain a particular study can link together one or more datasets, code that performs a particular analysis on the data, documents describing the study, and links to key references. Readers of the data story could then decide to download the code and data, for example, to rerun or modify an analysis, explore citations...
used in the story, or simply use the narrative, along with complete descriptions, and data visualizations or analyses to better understand a study. The data story narrative also enables authors to link visualizations (e.g., graphs and maps) or code sections to further contextualize linked information or the narrative itself.

Figure 7 illustrates an example of a data story that explicitly links data and analysis code into a text-based narrative. The story outlines a study performed by a CARTEEH intern who developed models to explore how the randomness of traffic activity affects the temporal pattern of generated emissions. The study used software called Simulation of Urban Mobility (SUMO), an open-source traffic microsimulation model, to simulate traffic in a simplified network (signaled intersection). Second-by-second vehicle locations were extracted from the SUMO output files using Python code and were used to populate a MySQL database. The Environmental Protection Agency’s MOtor Vehicle Emissions Simulation (MOVES) emission model was then used to generate a database of second-by-second emission rates. Finally, R code was written to calculate second-by-second emissions on the network based on the speed of each simulated vehicle and an appropriate emission rate. The data story shown in Figure 7 provides a narrative that offers a rationale for the study and an overview of the methods used to conduct the research (left-hand side of the figure). The narrative is intended to explicitly include references to data or code directly available for download from within the data story view. In Figure 7, the left-hand part of the panel shows the main view of the data story, which consists of formatted text, visualizations, and code snippets. The right margin provides links to datasets, code, or other content relevant to the data story. Links are shown to (1) the R code used to perform the analysis, and (2) a webapp that dynamically shows the traffic activities and associated emissions.
Figure 7. Example of a data story content type: (1) R code that accompanies the data story, and (2) a webapp content type linked to the data story.

CARTEEH Data Applications (Webapps)

CARTEEH webapps enable authors and programmers to create interactive data visualizations for the CARTEEH datahub. Figure 8 provides screenshots of a CARTEEH-funded study relating traffic pollutants to incidents of childhood asthma between 2000 and 2010 [23]. The webapp displays a county-level map illustrating the percentage of childhood asthma cases estimated to be attributed to different traffic-related pollutants. The map can be adjusted to show asthma cases for one of three modeled pollutants (NO2, PM2.5, and PM10), can be panned and zoomed, and shows the data for any county in a pop-up dialog box. The interactive tool also links to the original dataset, which can be downloaded, explored, or reused.

The datahub currently contains built-in functionality to develop webapps using HTML5, JavaScript, and CSS. However, webapps developed in applications such as R, Python, Tableau, or Microsoft PowerBI can also be embedded as a CARTEEH webapp. The datahub architecture also includes the ability to generate bespoke MySQL databases (schema) that can be used to store large, highly structured datasets for the purpose of advanced visualizations and data retrieval.
Conclusions

This report summarizes the rationale and design of an IMS developed for a unique, collaborative research center focused on transportation emissions, energy, and public health. CARTEEH research involves collaborations among researchers from multiple domains, including clinical health, epidemiology, toxicology, civil engineering, and environmental science. The CARTEEH datahub is designed to support and enhance these collaborations and promote more efficient and impactful research. To achieve this, we developed an IMS that CARTEEH researchers can use to store, organize, and communicate datasets and other research products. The CARTEEH datahub has been active for less than a year, and there are currently over 1000 contributed research products within the datahub. CARTEEH is just nearing its first complete research cycle, and the content of the datahub is expected to grow considerably as researchers begin to understand the collaborative value of sharing and communicating their research.

The datahub's design principles and goals are founded on encouraging researchers to communicate all products of their research to their peers. The CARTEEH datahub currently allows researchers to do this by providing rich metadata descriptions and through data stories and webapps. Connecting data, information, and knowledge-based research products is essential for ensuring research products retain meaning and value through time. For this to occur, researchers will be required to proactively communicate existing research products to their peers, and the datahub is designed to be a tool that will help this process. This approach of proactively communicating research rebalances existing conventions and perceptions of data reuse, where often a researcher must work hard to find existing data for novel research. In a truly collaborative environment, equal responsibility should be placed on effectively communicating the meaning and value of existing research products to other researchers.

The collaborative, communicative approach will require a different mindset for most researchers. Generally, researchers are trained to share the end products of their research—such as peer-reviewed papers or reports. Sharing other intermediate research products is usually considered to be less important. However, this view is changing. Piwowar [24] suggested that funding agencies are increasingly interested in all the research products of a potential researcher—not just peer-reviewed publications—and that in the future, it will become routine for researchers to track and value a wider range of metrics for impactful research. Initiatives such as open science [25] and science 2.0 [26, 27] are also gaining traction. Donaho noted that due to the complexity of modern research, it is often difficult to fully communicate research methods.
and findings in traditional research articles and suggested that often, such articles serve only as advertisements for the true scholarship involved in research [28]. To effectively communicate research, modern science will require information management tools such as the CARTEEH datahub that are capable of maintaining transparent and explicit linkages among data, information, and knowledge generated through research. These linkages will be useful not only in the context of scientific replicability but also to help researchers understand the research methods of peer scientists.

**Outputs, Outcomes, and Impacts**

CARTEEH’s research focuses on understanding the links between transportation and health. The center’s work involves collaborations among researchers with a wide variety of expertise in the areas of clinical health, epidemiology, toxicology, civil engineering, and environmental science. The CARTEEH datahub supports and enhances these collaborations by allowing its research scientists to share data, models, and ideas. Using the datahub, researchers will be able to acknowledge and understand the types of data generated by other research fields, as well as the models used to analyze them. The datahub not only supports the immediate data storage and organizational needs of CARTEEH but also helps generate new research ideas and increase the cost effectiveness of data management by promoting reuse.

**Outcome**

This project resulted in a web-based platform that underpins research activities undertaken within CARTEEH. It allows CARTEEH and non-CARTEEH researchers to explore the types of data available for transportation-health research and thus helps promote effective exploration in these areas. The code and methods used to develop the datahub, along with its broad vision as a repository for not only data but also models and ideas, will be useful for other organizations seeking to develop effective, research-oriented data management practices.

**Impact**

The long-term goal is for the datahub to be used to organize and share data, models, and ideas among transportation and health researchers. This ongoing self-organization of materials will promote data reuse and encourage the exchange and harmonization of research techniques and models used by the different research areas.

**Research Outputs, Outcomes, and Impacts**

In January 2019, we presented at two Transportation Research Board (TRB) committee meetings during the TRB’s annual meeting in Washington, DC:

- Transportation and Air Quality, ADC20—January 14, 2019.

We also presented the datahub at the CARTEEH Symposium on February 18, 2019. A copy of the presentation is available on the datahub [29].
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